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Abstract
The interaction challenges presented by touch-screen enabled devices for blind and visually impaired people has been 
addressed extensively in the literature. However, the emergence of wrist-worn devices with small screens, the so-called 
smartwatches, exacerbates such challenges. This paper presents an evaluation of text entry methods for smartwatches, cover-
ing three existing approaches—Voice Input and two QUERTY methods: GBoard, and A4Keyboard—and three Braille input 
methods proposed by the authors. Nine blind users and a low-vision participant composed sentences with the six methods. 
Speed and error rates are presented and preference data are analyzed, showing the approval of two Braille methods and a 
positive reception to one of the QWERTY methods, followed by the Voice Input. Each modality has its own set of strengths 
and weaknesses, which suggests room for improvement before the widespread adoption of smartwatch text entry as a reliable 
and accessible method for blind people.
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1 Introduction

In 2018, the World Health Organization (WHO) estimated 
that there were 36 million blind people, in addition to 217 
million with moderate to severe vision impairments (e.g., 
cataracts) [44]. This group of current and potential mobile 
technology users have faced both opportunities and chal-
lenges with the dominance of smartphones and their touch-
sensitive screens. In simple terms, such devices lack tactile 

feedback for specific buttons while the dynamic character-
istics of the visual interface presents problems for people 
with vision impairment. This has motivated the develop-
ment of screen readers and different interaction techniques, 
which have been studied extensively by researchers in 
accessibility and in smart devices, such as smartphones and 
smartwatches.

Smartwatches can be viewed as wrist-worn computers. 
Showing the time on the watch-face is now only a small 
aspect of what such devices offer, with notifications to health 
tracking being commonplace. These devices usually come 
with powerful hardware, a touchscreen, a speaker and a vari-
ety of sensors, along with the benefits associated with being 
continuously carried, while worn on the wrist, allowing for 
easy and immediate interaction [63].

When smartwatches emerged, they brought an appeal for 
supporting consumers daily routines, well being, and lifestyle. 
However, what was quickly realized is that new approaches 
had to be developed in order to provide better experiences for 
tasks such as text entry, due to their small screens [31]. Cur-
rently, many smartwatches rely only on voice recognition as a 
text input method, and some offer small QWERTY keyboards. 
Unlike smartphones, which increasingly offer alternative fea-
tures for blind users, smartwatches generally focus on their 
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screen readers, such as Talkback and Voice Input, leaving text 
entry restricted primarily to voice input.

This work focuses on analyzing the challenges for blind 
people performing text entry. Voice input is the most common 
alternative, but it comes with issues of inadequate recognition 
and lack of privacy [45] [58]. It is possible to adapt current and 
existing solutions of on-screen QWERTY keyboards to the use 
of screen readers, such as Talkback and VoiceOver. However, 
with small screen sizes, as is common with smartwatches, we 
speculate it would be hard to adapt these.

An alternative approach might explore Braille text entry 
for smartwatches. Braille is a system based on cells of up to 
six dots per character (Grade 1), distributed over two col-
umns. It is used by blind people, especially for reading via 
tactile sense, and it is adopted around the world not only 
for literacy but for daily information such as public signs 
and medicine in drug stores. Although its widely used, 
there are active discussions regarding the continued adop-
tion of Braille. Reports show a decay on Braille literacy rate 
in recent years in the USA [57], where about 10% of the 
blind children are learning Braille, and less than 10% of the 
1.3 million blind adults can read it. However, even with the 
arrival of alternative technologies that improve accessibility, 
Braille education retains its importance for blind people’s 
independence [16].

From an understanding that different solutions must be 
provided for different kinds of users [42], here we explore 
three Braille input methods inspired by previous work for 
smartphones and evaluate their usage against other possi-
ble text input methods for smartwatches. Five Braille cell 
composition techniques were narrowed down to three by 
specialists in our pilot study [30]. In this paper, we describe 
an evaluation study of existing text entry methods on smart-
watches, against our proposed methods, focused on blind 
people who are literate in Braille. A review of related 
research suggests this is the first work to provide an exten-
sive evaluation of any text entry method on smartwatches 
targeting this demographic (Fig. 1).

The remainder of the paper is organized as follows: the 
following section describes our literature review, followed 
by our method presentation, where the prototypes and evalu-
ation protocol are highlighted. The results section describes 
the data collected, followed by a discussion section with 
deeper analysis. Finally, we conclude with a description of 
the contributions along with suggestions for future work.

2  Related work

2.1  Text entry on smartwatches

Text entry on smartwatches has been highlighted as an open 
problem, especially due to small screen sizes. The area has 

been considered with a systematic review of the literature 
in prior work [31]. The overview of related work focuses on 
existing methods, techniques and study designs which help 
to contextualize our proposed methods and results.

A strategy that is often adopted is to propose new layouts 
to fit bigger buttons on screen, separating character selec-
tion into two stages, where the first one reduces the amount 
of elements on screen, to guarantee a precise click on the 
second one. This was introduced in ZoomBoard [43], an 
interactive zooming keyboard, and similar concepts appear 
in SplitBoard [22], SwipeBoard [12], VirtualSlidingQW-
ERTY [11], DriftBoard [50] and UniWatch [46].

Other research has analyzed different ways of interpreting 
a click action. For example ForceBoard [23], SwipeKey [49] 
and DualKey [21] provide more than one value to a single 
button on screen. On screen gestural input is also a theme 
explored in studies such as Invisiboard [37] and the work by 
Nascimento et al. [39]. COMPASS [65] proposes a circular 
keyboard on Smartwatches, using a rotational bezel while 
WatchMI [64] employs pressure, twist and panning actions 
with a smartwatch face for input to a circular keyboard.

Finally, more recent studies try to address the problem 
by providing statistical word models, without modifying 
the QWERTY layout. Examples of work with this strategy 
include WatchWriter [19], the method analyzed in Turner 
et al.  [60] and Velocitap [62]. The latest work presents 
the best text entry speed rates so far (up to 40.6 words per 
minute) with a corrected error rate of 3% which appears to 
inspire current industry adopted methods, such as Google’s 
WearOS default QWERTY keyboard, that allows tracing 
gestures for word composition.

2.2  Blind text entry on touchscreen devices

Interaction with touchscreen devices by blind people has 
been considered from a variety of directions. The work 
by Kane [25] analyzes gestures on-screen, while Leporini 
[27] evaluate the usability and accessibility of the iPhone’s 

Fig. 1  Samples of proposed input methods
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Voice Over and more recently, a study by Abdolrahmani [1], 
investigates situational-induced impairments and disabilities 
scenarios. Among many tasks, text entry receives particular 
attention due to its complexity.

Alternative multitap strategies, especially those inspired 
by old phone keypads were proposed in NavTouch [20] 
and No-look notes [9] with results inferior to subsequent 
research with QWERTY keyboards. Azenkot [5] exposes 
the advantages and challenges with speech input for blind 
people, especially when correcting mistakes. There is also 
discussion regarding better auto-complete with concurrent 
suggestions while typing [36], but these later ideas are yet 
to be evaluated. More recently, the usefulness of gesture 
input over the QWERTY layout has also been noted in a 
pilot study named AGTex [8], with promising early results.

The majority of proposals, however, come from 
researches who suggest that Braille makes more sense for 
those literate on this system. Works dating from 2011 to 
2015 regarding Braille text entry for smartphones are pre-
sented through a systematic review in [51]. Several inter-
faces were proposed, including tap and tracing methods 
(BrailleType [41], BrailleTouch [17] [55], EdgeBraille [35]), 
line by line composition (BrailleKey [56], TypeInBraille 
[34]) and different ways of automatically detecting which 
dot is being activated (B# [40], BrailleEasy [48]). Some 
methods required having both hands on-screen.

More recent research has explored fabrication and one-
handed interaction. BrailleÉcran [52] has a tactile 3D 
printed film, overlaid on the smartphone. SingleTapBraille 
[3] eliminates the need for finding very specific locations 
on the screen, allowing information to be entered using a 
single finger, while an algorithm analyses sequential taps 
and their positions. The same authors later proposed Brail-
leEnter [4]: Braille cell is composed of six clicks anywhere 
on the screen, a press being responsible for activating a dot 
and a simple tap corresponding to an inactive dot. Alterna-
tively, single-handed interaction is proposed on OneHand-
Braille [15], which works similarly to TypeInBraille, where 
instead of using two-finger taps for selecting two dots, the 
user swipes over the screen. BrailleSketch [28] uses tracing 
over dots to compose the braille code, besides offering auto-
correction of characters and long press for character confir-
mation. HybridBrailler [59] proposes a physical 3D printed 
case with keys on the back of the phone. Touch screen is 
used only for gestures associated with confirmation and 
other secondary tasks. The proposal is compared against an 
implementation of B# denominated OpenBraille.

Most of these studies provided some evaluation, and 
those available are summarized in Table 1. When multiple 
sessions were performed, excluding training, the first and 
last values are reported. Perkinput only informed the value 
of its latest session. WPM column stands for Words Per Min-
ute, a speed measuring unit. The last column (Both hands?) 

indicates if both hands are required on the device to use the 
keyboard.

There is also comparison work with QWERTY assisted 
by screen reader technology which we summarize in 
Table 2. It should be noted that, even though sessions coin-
cide with the number of sessions practicing Braille input 
methods, most of the users in these studies had prior usage 
of QWERTY keyboards assisted either by Talkback or 
VoiceOver.

Some of these solutions have inspired the development 
of Braille keyboards for Android, such as SwiftBraille [2] 
and SoftBrailleKeyboard [13] and for iOS (default acces-
sibility toolkit onscreen braille keyboard), which are now 
in daily use.

2.3  Smartwatches and text entry for blind people

Smartwatches have been used in several studies regard-
ing assistance to blind people with audio and vibrotactile 
feedback. For instance, many studies focus on indoor and 
outdoor navigation, as in StepByWatch [18], which also 
employs extra sensors. Alternative use cases include face 
recognition via a smartwatch camera [10], virtual spatial 
map exploration supported by the worn device [6], and 
forms exploration oriented by vibrations and audio feed-
back [7]. Text entry on the device itself is less frequently 
considered, and Braille text entry is rarely noted.

TactBack [14] is a system to output braille cells for deaf-
blind users. A sequence of up to three vibrations is emitted 
by a smartphone, paired with a smartwatch responsible for 
the other three vibrations. The method does not perform text 
input. The BrailleEasy [48] authors suggest that smartwatch 
input could work but no study for such is presented, which 
is necessary for small screens considering that it requires 
three-fingers tap.

HexaBraille [26] proposes a similar idea to one of our 
techniques; however, this work compares different dot button 
sizes on a round screen distribution. In addition, the evalu-
ation is performed with sighted people in a smartphone 
attached to the user’s arm, which we consider an unsuitable 
study protocol. Their conclusion goes in favor of a large 
9mm button size that is close to our key dimensions shown 
below.

Finally, it is worth highlighting Dot Inc. [24] who are 
developing the Dot  Watch™, a smartwatch effectively 
planned for blind users. Instead of a touchscreen, it provides 
a watch face with four refreshable Braille cells. The watch is 
paired with smartphones to receive notifications, translating 
to the braille line. The price is approximately $300.00 and 
the product, while interesting, does not provide a method 
for text input.
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The lack of alternatives to this specific context motivated 
our research. In a pilot, non-published study, we discussed 
six ideas for text entry on the smartwatch, mostly inspired 
by the ones reported on previous works for smartphones, 
named “Touch”, “Swipe”, “Connect”, “Serial”, “Perkins” 

and “Pressure”. Aiming at an initial feedback, basic proto-
types were evaluated by three blind participants. From the 
experiments, we eliminated the “Pressure” prototype, which 
was based on very sensitive inclination gestures collected 
via motion sensors. This result set the base to our follow-
ing investigation published in [30]. That work focused on 
the very basic task of composing the Braille cell. The five 
remaining prototypes were improved and feedback features, 
such as haptic and sound with different intensities or combi-
nations were proposed. They were then compared by seven 
specialists in an evaluation study that resulted in a qualita-
tive analysis of which strategies might be most useful for 
blind users in a Braille text input. The insights identified in 
this review and analysis of related work has given rise to the 
method we now propose.

3  Method

This section presents our input techniques for evaluation, 
including an exposition of our proposed methods.

Table 1  Braille methods 
for Smartphones and their 
registered performance

1Values approximated, as paper only presented bar plots. 2Average the results of long term evaluation, that 
last two weeks. 3This evaluation was performed with another set of phrases, by other participants, in Ara-
bic language. 4Evaluation values not published, but reported by authors. 5The first evaluation is a 15 min-
ute execution of as many phrases as possible, while the second consists of three phrases

Method Session Participants WPM Total Error Rate Both hands?

BrailleType 1st 15 1.4 8.9% No
BrailleKey 1st 5 1.8 5.71% Yes
Perkinput 7th 8 6.0 15.7% Yes
TypeInBraille1 1st 10 6.5 6.5% No
EdgeBraille 1st 14 3.9 8.4% No
EdgeBraille2 2nd 7 7.1 NA No
BrailleEasy 1st 3 9.8 – No
BrailleEasy 2nd 3 10.7 – No
SingleTapBraille 1st 7 4.7 11.2% No
BrailleTouch 1st 11 17.8 28.6% Yes
TypeInBraille1 2nd 10 7.0 4% No
BrailleEasy A 3 1st 3 5.8 – No
BrailleEasy A 3 2nd 3 6.6 – No
BrailleÉcran4 1st 10 2.5 2.6% No
BrailleEnter 1st 2 11.5 14.1% No
OneHandBraille 1st 6 3.54 25.61% No
OneHandBraille 2nd 6 4.90 19.28% No
BrailleSketch 1 1st 10 5.3 43.9% No
BrailleSketch 1 5st 10 11.3 30.8% No
BrailleSketch 2 5 1st 10 6.5 14.8% No
BrailleSketch 2 5 5st 10 14.5 10.6% No
HybridBrailler 1st 11 6.1 10.1% Yes
OpenBraille 1st 11 5.5 16.5% Yes

Table 2  QWERTY assisted by screen reader solutions compared on 
Braille input studies

1Values approximated, as paper only presented bar plots.
2Average the results of long term evaluation, that last two weeks

Compared with Session Participants WPM Total Error Rate

BrailleType 1st 15 2.1 13%
BrailleKey1 1st 5 2.0 6.0%
Perkinput 7th 8 3.9 14.7%
TypeInBraille1 1st 10 6.8 6.0%
EdgeBraille 1st 14 3.6 10.5%
EdgeBraille2 2nd 7 6.2 NA
BrailleEasy 1st 3 9.1 –
BrailleEasy 2nd 3 8.6 –
SingleTapBraille 1st 7 3.7 20.5%
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3.1  Proposed Braille input methods

Our previous work [30] evaluated five Braille input proto-
types based on existing ideas for smartphones. Three of them 
have been considered acceptable for this next stage of evalu-
ation namely “Touch”, “Swipe” and “Connect”. However, 
as they were initially designed for evaluating basic character 
inputs, they had to evolve to provide word and sentence com-
position and better interaction mechanisms, such as input 
confirmation and feedback, as suggested at the end of our 
previous study.

With the version used in this paper, each proposed input 
method provides a different strategy for composing the 
Braille cell, which is achieved by activating or deactivating 
dots. Upon confirmation of the dots selection, a smartwatch 
text-to-speech engine announces the chosen character and 
dots are reset to the original state. Confirming a cell where 
all dots are deactivated inserts a blank space.

Touch: Our most basic interaction method is inspired by 
BrailleType [41] and BrailleÉcran [52]. It is derived from the 
hypothesis that the small watch screen size could allow easy 
memorization of button position, especially after practice. 
One tap over a dot or its surrounding area toggles its activa-
tion. Confirmation of the desired Braille cell is performed by 
a double-tap on the middle of the screen. Double-tap mimics 
the rationale of the confirmation step of applications when 
using Talkback and VoiceOver. A mockup of this prototype 
is seen in Fig. 2a, where the darker dots are the activated 
ones and the circles indicate taps on-screen.

Swipe: This method attempts to minimize the need for 
target-precise clicks, using only directional gestures. The 
idea comes from previous work reporting that, for touch-
screen devices, blind users would prefer gestures than but-
tons [25]. It is further hypothesized that by identifying 
corners, the user will have a sense of necessary paths to 
swipe. The user swipes in one of six directions to activate 
or deactivate a dot: 

1. Bottom-right to top-left corner;
2. Middle-right to middle-left corner;
3. Top-right to bottom-left corner;
4. Bottom-left to top-right corner;
5. Middle-left to middle-right corner and
6. Top-left to bottom-right corner.

Confirmation of the Braille cell is a double-tap anywhere 
on-screen. Figure 2b demonstrates the logic of this method.

Connect: Allows connecting dots to compose the 
Braille cell. This interaction design is inspired by IPPITSU 
[61], BrailleSketch [28] and applications such as Swift-
Braille [2]. The user swipes on screen, passing through the 
desired dots area sequentially. Confirmation on a Braille 
cell is performed by a short timeout (1.2 s), after the finger 

releases the screen. This confirmation allows a user to per-
form a click to activate dots left off-path, as long as it hap-
pens before the timeout finishes. If such a click occurs, the 
timeout is reset, meaning that one can compose the cell 
using only taps instead of tracing the path, if performed on 
time. Double-tap here is not necessary for confirmation, 
except for entering a blank space.

For all methods, each dot emits a feedback to keep user 
aware of what is being composed before character conclu-
sion. When activating a dot, a dual tone generator is emit-
ted, the same sound from an old phone keypad, and when 
deactivating a dot, no sound is emitted, but a vibration 
reinforces the interaction. These feedback strategies are 
also adopted based on our conclusions in [30].

New features were implemented to evaluate all the tasks 
proposed in the test, such as a long press of two seconds 
(longer than the system default long press), that sends 
the message to text input and finishes the keyboard, with 
spoken feedback of “Message sent.” However, some new 
features were disabled as will be explained further in our 
Study Protocol: two fingers left swipe for erasing, two fin-
gers right swipe for navigating characters and long press 
to listen to the complete sentence or indicating activated 
buttons. The generic layout for the three methods is seen 
in Fig. 3a.

(a) Braille Touch: simple taps

(b) Braille Swipe: directional gestures

(c) Braille Connect: tracing dots and timeout confirmation

Fig. 2  Interaction logic of the proposed Braille methods
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3.2  Existing text input applications 
for smartwatches

Presently, it is not possible to create third-party input 
methods for the Apple Watch. By default, the most recent 
watchOS offers voice input, handwriting input, and a list 
of preset reply messages that can be edited on the iPhone. 
Developers have been able to create a QWERTY app, but 
it does not work as an input method, instead it only gener-
ates text to be shared. The Samsung Galaxy Watch supports 
handwriting input, voice input, and a multitap keyboard by 
default. However, it does have a few third-party input meth-
ods available, typically paid ones.

Google WearOS (formerly Android Wear) offers Voice 
Input and a QWERTY keyboard. There are also a wider 
variety of third-party keyboard apps available. As a result, 
here we focus on this operating system and ecosystem for 
study. To compare with our proposed methods, however, 
these keyboards have to be usable with Talkback activated, 
as it is the way that blind people would make use of any 
WearOS Smartwatch. An empirical analysis of the exist-
ing keyboards on Play Store with Talkback activated is pre-
sented in Table 3.

The column Writing interaction indicates if typing char-
acters by clicking on their keys (when available) is feasible. 
Keys output before insertion is related to the pronuncia-
tion of keys before inserting them, which is the standard 
interaction strategy for Talkback. MultiTap Wear Keyboard 
pronounces the first letter of its grouped keys correctly, but 
after trying to switch to other letters inside the same group, 
many wrong insertions would happen. Sometimes, Talkback 
is able to read a button on-screen but can not identify what it 
does, especially with icon buttons. If that happens to at least 
one of the buttons on the keyboard, it was marked “No” on 
column Buttons with proper labels.

After analysis of these methods, we concluded that 
GBoard, Google Voice Input, A4 Keyboard, and the Smart-
Watch Keyboard for WEAR OS are the only ones acceptable 

for usage tests. The final one, however, has an interaction 
almost equivalent to the A4 Keyboard but lacks Portuguese 
support. As our study is performed with people who use 
the Portuguese language, we needed to exclude it from our 
tests. Below, we present in detail how these methods work 
and how some of their flaws were bypassed on the study to 
allow a minimum writing task to maintain internal validity 
in our study.

3.2.1  A4 keyboard

The A4 Keyboard works similar to SplitBoard [22]. The 
QWERTY keyboard has large keys, so the complete layout is 
hidden on a horizontal scroll (Fig. 3b and c). The interaction 
on keys happens as follows: one click focuses on the button 
and then speaks out loud the character; a double click inserts 
it and speaks again. The icon buttons on the interface, how-
ever, were not labeled, so Talkback cannot identify them. To 
deal with this, in our experiments, every time one of these 

Table 3  Existing input methods 
for WearOS and their support 
for Talkback observed on 
empirical analysis

Keyboard app name Writing interac-
tion

Keys output before 
insertion

Buttons with 
proper labels

Google Keyboard (GBoard) Yes Yes Yes
Google Voice Input Yes – No
Google Handwriting Partial – No
Keyboard for Wear OS (A4 Keyboard) Yes Yes No
SmartWatch Keyboard for WEAR OS Yes Yes No
FlickKey No No No
MultiTap Wear Keyboard Yes Partial Partial
Wear Keyboard No No No
TouchOne No No No

(a) General pro-
posed interface

(b) A4 Keyboard:
Initial state

(c) A4 Keyboard:
After scroll

(d) Google’s
Gboard

(e) Voice Input
Initial state in-
struction:‘Speak
now ...’

(f) Voice Input:
After recognition

Fig. 3  Keyboards screenshots
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keys were hit, the researcher had to speak it out loud. We 
highlight here that scrolling with Talkback active must be 
performed with two fingers on the screen.

3.2.2  Google keyboard input (GBoard‑Google QWERTY)

The default WearOS keyboard supports well Talkback. 
When pressing a finger over a button, the user immediately 
listens to its label/character, and then upon release, it is 
inserted. This way, the finger must be on the screen while 
the interface is being explored. A long press on some keys 
opens alternatives with accents on a popup, which is dis-
missed moving outside of it. A screenshot of its layout is 
seen in Fig. 3d.

3.2.3  Google voice input

Selecting Voice Input method on a text entry context, the 
screen in Fig. 3e is presented to the user. Talkback pro-
nounces the “Speak now” sentence and emits a specific 
beep. The user can then say the desired sentence, and after 
a short period of silence, the processing is done, the sec-
ond beep is emitted, and the transcript sentence is presented 
on text input as in Fig. 3e. The three buttons at the bottom 
do not contain labels for screen readers, so it is needed to 
speak out loud those too when a user is testing this method. 
For this technique to work, the smartwatch needs to be con-
nected to the internet or paired with a smartphone connected 
to the internet, so that Google cloud service can be accessed.

4  Study protocol

We elaborated our study protocol to access users’ critical 
difficulties in using each method and compare their per-
formance and preference. Each test lasted approximately 3 
hours.

Users performed tests sat down in front of a table, in a 
quiet, private room. At first, a consent form printed in Braille 
is presented to the user, where privacy details are informed, 
as the experiment requires video recording. The user is 
declared free to abandon the experiment at any moment or 
to give up any of the tasks as he or she wishes. The consent 
is confirmed verbally on camera. Basic demographic infor-
mation is collected, including onset blind age and discursive 
reports on their usage of Braille, computer, smartphones, 
and smartwatches. Participants are then questioned, on a 
5-level Likert scale from None (1) to High (5), about their 
experience with the following: Braille System; QWERTY 
layout keyboards; and Voice Input methods (transcription). 
Following this we provide a demonstration with Talkback 
on, where users are free to navigate on some apps and famil-
iarize themselves with the hardware.

Before actual testing, users are also asked to touch on 
the screen, indicating where does he or she expects each 
of the Braille dots to be. This is necessary, as we have seen 
in our previous study that different users can be more used 
to different dots’ arrangements. Some may prefer the read-
ing order (1-2-3-4-5-6), other the writing order, as common 
when using slate and stylus (4-5-6-1-2-3). Also, depending 
on the user’s arm posture, it might be desired to have the 
screen rotated 90 degrees anti-clockwise. These details are 
then adjusted for customization on a settings page for the 
Braille keyboards.

The evaluation of the six methods is performed in a rand-
omized order. For each one, the user is first introduced to its 
interaction logic. The instructor holds the participants fin-
ger, explaining exactly what to expect on screen and how to 
interact with their elements, as well as alerting the situations 
where Talkback will not work as it usually would. Some 
trial characters, such as letters “s”, “z”, “j”, “o” and white 
space are performed. This set of letters was chosen due to 
their diversity of Braille dots and distribution on QWERTY 
layouts.

Following this, the participant engages in actual writ-
ing, by entering four sentences (Fig. 4) plus a repetition of 
the first sentence at the end. The phrase selection process 
was aware of MacKenzie’s [32] set of phrases and the issue 
of having a representative set. The challenge here is that 
the participants understand Portuguese only, and despite 
the efforts, the researchers could not find a similar stand-
ardized corpus of phrases for this language. An attempt at 
translating some of the sentences from this well-known set 
was undertaken but their meaning felt lost and its features 
(such as rich correlation with the English language letter 
frequency) would not be the same. It was then agreed on 
the need for creating a custom set, aiming at sentences 
with approximate lengths and a considerable diversity of 
letters. These three phrases feature the seven most frequent 
letters in Portuguese vocabulary (a, e, o, s, r, i, d) [47]. It 
was further desired that sentences would look familiar for 
the participants in the context of short reply messaging, 

Fig. 4  Braille symbols for test sentences in Brazilian Portuguese, 
equivalents to “Hi, how are you?”, “I’m home” and “It’s cold today”
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so that their experience could make sense of an interac-
tion that so far was only performed on smartphones. It 
should be a phrase that would be coherent with the reality 
of blind people, without words that could cause confusion 
or misspellings.

There are not, however, any punctuation or accents (the 
word “ola” is actually written “olá”), as this would require 
for the QWERTY methods to interact with new layers of 
complexity in the interface, which was considered a nega-
tive for internal validity. For a similar reason, erasing was 
not allowed during the tests, as we were intended to record 
the raw error rate. Because of that, users were asked not to 
correct errors. In case any participant wishes to know the 
current typed sentence during tests, the instructor would 
inform them verbally, without the need for them to search 
for the text input field or to use long press on Braille key-
boards. We choose to impose this limitation to prevent 
cases where the user would go over text input fields in 
QWERTY methods and accidentally replace or erase parts 
of the text. If also, by accident, any user toggles alterna-
tive layouts on QWERTY keyboards, the instructor would 
revert it to the original state and discount this later in the 
time analysis.

Finally, after each participant completes the four sen-
tences, feedback is requested on the positive and nega-
tive aspects of the method. Further, the user must rate the 
method on a 5-level Likert score from (1) Too bad to (5) 
Very Good. Next, a RAW Task Load Index [38] - NASA-
TLX questionnaire is applied, using a simplified 5-level 
Likert scale for each question. The six questions from this 
workload assessment tool are:

– Mental Demand How mentally demanding was the 
task?

– Physical Demand How physically demanding was the 
task?

– Temporal Demand How hurried or rushed was the pace 
of the task?

– Performance How successful were you in accomplishing 
what you were asked to do?

– Effort How hard did you have to work to accomplish your 
level of performance?

– Frustration How insecure, discouraged, irritated, 
stressed, and annoyed were you?

Finally, after all the input methods are evaluated, partici-
pants are asked to rank them by preference, and then provide 
any suggestions regarding improvements. We conclude by 
asking, which, if any, methods would be used if the user 
had such a device and whether it would be in their interest 
to purchase a smartwatch if any of the Braille keyboards 
were available.

4.1  Evaluation metrics for obtained text data

All test processes were recorded on a smartphone camera 
for subsequent data processing. With Braille methods, logs 
were also available to complement the acquired information.

The Words per Minute (WPM) metric was used for typing 
speed, as it is widely accepted on text entry evaluation [32], 
including the convention of five character length for a word:

where T is the final transcribed phrase, and |T| is the length 
of it. The S term is seconds, measured from the entry of the 
first character to the entry of the last. The “60” is seconds per 
minute and the “1/5” is words per character [33].

For text entry accuracy, we calculated values for Mini-
mum String Distance (MSD), also known as Levenshtein 
distance, that provides a notion of how many characters edit-
ing would be necessary to fit the resulting sentences into the 
proposed ones. The algorithm is well known in statistics and 
has been used for text entry error analysis widely since the 
proposal by Soukoreff and MacKenzie for doing so [53], 
particularly when no correction is allowed, as in our pro-
tocol. From the same authors, we use an implementation 
offered in JAVA to calculate the distance, its source code is 
available online [54]. To present these values as error rates 
in percentage instead of character numbers, Eqn. 2 is used,

where |P| and |T| are the lengths in characters of the pre-
sented and transcribed phrases, respectively.

As we opted for not allowing the use of capital letters, 
punctuation or accents, we normalize the results from voice 
input before calculating any metrics. So for example, a 
phrase transcript as “Olá, tudo bem?” was considered “ola 
tudo bem."

4.2  Participants

Our study was conducted with ten participants, detailed in 
Table 4, that we refer here as P1, P2, P3...P10, to preserve 
anonymity. Of these participants, nine are blind, and one is 
visually impaired—P7 reported having between 10% and 
15% of vision, being able to distinguish letters when having 
surfaces extremely close to the eyes, which was not allowed. 
Six of the participants were born blind, and the other four 
started losing sight in their twenties. The group averages 
in age 39.8 years (Standard Deviation 4.83, Minimum 21, 
Maximum 50) and is composed of seven people who identify 
as men and three as women.

(1)WPM =
|T| − 1

S
× 60 ×

1

5
,

(2)Error Rate =
MSD(P, T)

max(|P|, |T|)
× 100%,
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All participants learned Braille as a child or a few years 
after their blindness developed. They all use screen read-
ers intensively on smartphones, where typing is mostly per-
formed with QWERTY, sometimes replaced by voice input 
for quick reply messages. All participants use Android’s 
Talkback, but P1 and P3, who use iPhone’s VoiceOver. 
Moreover, only P2 had previous contact with smartwatches, 
but without accessibility features nor any method to input 
text. Participants (mean) reported experiences with Braille 
system (3.9), QWERTY layout (4.6), and Voice Input text 
entry (3.7) on a 5 level Likert Scale.

4.3  Hardware and software

Our prototypes were tested on an ASUS ZenWatch2 005R. 
This smartwatch has a built-in speaker with Google WearOS 
2.0. The overall watch face is 49.6 × 40.7mm, but the screen 
itself, or the clickable area is a square touchscreen asym-
metrically positioned over the face, with 320 × 320 pixels 
( ∼ 42.5% screen-to-body ratio). In Braille methods, this 
means around 9.66x9.66mm dots clickable area. The fact 
that there is not a tactile cue to indicate the transition from 
the clickable area is a particularity reported as an issue by 
early testers of our research. One user suggested to cover the 
non-clickable area with a layer of “scotch tape.” The solu-
tion is cheap and sufficient to differentiate texture and was 
used during tests (Fig. 1). We highlight that this responds 
to an issue which is not readily apparent in other existing 
watch models.

The three third-party non-Braille methods were used as 
provided from the Google Play Store for wearable devices, 
without any modification. They were all downloaded and 
installed by August of 2019. The three Braille input methods 
have their source code published on GitHub [29] in their 
latest version, as used in the tests.

5  Results

Among the ten participants, only P3 and P7 gave up com-
pleting some method, both of them could not work with A4 
Keyboard and Braille Swipe after training steps. In these 
situations, any evaluation regarding the method received 
the worst score possible, except for the preference order, 
which was still asked. The data shown ahead for text entry 
speed and error rate consider values without any penalties 
for them. Only P3 opted for using the screen rotated 90◦ , 
while P8 and P9 chose the writing order (4-5-6-1-2-3) for the 
arrangement of the dots. The following are our quantitative 
and qualitative results.

5.1  Text entry speed

The results for speed evaluation is seen in Fig. 5a.
As expected, voice input provides the fastest entry rate 

with 82.53 WPM average (Standard Deviation: � = 44.96 , 
min 16.69, max 264.95) which is much faster than any of 
the typing methods. We note that the recognition itself lasted 
less than two seconds most of the time, but the longer dura-
tion for some users was due to their difficulty in finding the 
send button and activating it, even with instructors speaking 
out loud its label. A few users did not have any sentence 
recognized at first trial, needing to scan the interface for the 
re-trial button.

Connect was the fastest among the Braille meth-
ods, (Mean: x = 10.89 WPM, � = 0.75 , min 7.32, max 
17.81) as might be expected from its lack of a confir-
mation step. Touch is in third place with 7.51 WPM 
( � = 2.91 , min 3.41, max 12.14), which is much closer to 
Google QWERTY with 7.23 WPM ( � = 0.82 , min 3.59, 
max 9.73). This result demonstrates the viability of the 
QWERTY method, which was considered surprising even 

Table 4  Participants collected information

1Self-declared in a Likert Scale of 1 to 5

# Age Age Blindness Age Literacy Professional Activity Braille expe-
rience1

QWERTY 
 Experience1

Voice input 
 experience1

P1 48 0 7 Public agent 5 5 4
P2 39 21 21 Public management technician 3 4 3
P3 46 22 7 Professor 5 5 5
P4 41 29 33 Professor 3 5 5
P5 50 0 8 Professor 5 4 2
P6 38 0 21 Public agent 2 4 4
P7 40 0 5 Psychologist 4 5 3
P8 38 19 20 Psychologist 2 4 2
P9 37 0 9 Public agent 5 5 5
P10 21 0 9 Undergrad Computer Science student 5 5 4
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by some participants who believed that the small letters 
would make the interaction unfeasible.

Braille Swipe ( x = 5.78 WPM, � = 0.41 , min 3.41, max 
8.25) and A4 Keyboard ( x = 4.19 WPM, � = 0.80 , min 
2.76, max 7.44) are the slower methods, also featuring 
two withdrawals. The first divided participants between 
those who could easily perform the swipes and those who 
could barely activate one dot. We discuss this disparity 
later. A4 Keyboard was considerably slower due to the 
time that users would waste searching for keys. The posi-
tion where the scroll would stop varies according to the 
intensity applied, so one could believe to be in the end of 
the keyboard when it was still in the middle.

only the data from Voice Input provided a normal 
distribution, verified via a Lilliefors test; thus, we could 
not apply standard One-way ANOVA. A Kruskal-Wallis 
test was applied ( Chisquare = 36.51, p = 7.50e−7, df = 5) 
instead, meaning a statistical difference between the 
methods. By performing multiple comparisons with Bon-
ferroni correction, Fig. 5b is generated, where we can 
have a more in-depth analysis. The lack of intersection 
between methods indicate, for instance, that Voice Input 
has significant statistical difference against all methods 
( p < 0.05 ), except for Braille Connect. A4 Keyboard only 
has a significant statistical difference when compared 
with speed values for Braille Connect and Voice Input.

5.2  Text entry accuracy

Figure 6a has the mean value for Error rate calculated with 
Formula 2 from the MSD obtained with each method.

The A4 Keyboard resulted in extremely high error rates 
( x = 44.63% , � = 8.76% , min 35.64%, max 58.45%), par-
ticularly due to incorrect insertions of characters while 
the users scrolled among keys. With Talkback activated, 
scroll is performed when the user swipes two fingers at 
the same time over the screen. However, if the user starts 
this movement by touching with one finger a few millisec-
onds before the other, the movement can be interpreted 
by the system as a double touch. Furthermore, in some 
cases, participants confused a Talkback character’s utter-
ance with the confirmation of insertion of that character, 
leading to believe that the symbol was inserted when, in 
fact, it was not.

Notably, voice input also features poor error rate 
( x = 37.52% , � = 25.56% , min 0%, max 67.47%). This hap-
pens less because of bad text processing and more as a con-
sequence of a common use case for these users: Talkback’s 
pronunciation would be transcript mixed with the user 
sentence, or completely take over it. This happens mostly 
because, as seen in Fig. 3e, the initial state of the voice input 
screen contains a "Speak now..." label that is pronounced 
automatically by the screen reader when the text appears. 
If the user does not begin speaking fast enough, it seems 
that its voice loses priority over the screen reader. A couple 
of participants reported this as a known issue among them. 
Despite that, one user could adapt and obtain a 0% error rate.

(a) Mean values of Text Entry Speed in WPM.

(b) Multiple comparison with Bonferroni for Kruskal-Wallis test.

Fig. 5  Results for obtained speed values

(a) Mean values for Text Entry Error Rate percent obtained from
MSD.

(b) Multiple comparison with Bonferroni for Kruskal-Wallis test.

Fig. 6  Results for obtained error rate values
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Connect ended up with a poor error rate ( x = 18.75% , 
� = 16.00% , min 1.92%, max 57.58%). The high standard 
deviation is a consequence of P5, in particular, who had 
more difficulties with this method. Despite that, it is part of 
its nature that, the timeout and trace strategy are susceptible 
to errors. For example, when composing the letter “o”, a par-
ticipant must swipe through dots 1, 3 and 5. In this situation, 
he or she might accidentally pass over the dot 2 while tracing 
from 1 to 3, if not enough distance is applied to the center 
of the Braille cell. Another common situation is trying to 
compose a letter only by tapping and lifting fingers within 
the timeout, but not being able to reach a dot on time. These 
would insert the letter corresponding to the dots activated 
so far, clean all the dots, and later insert the one related to 
the dot remaining. Being unable to perform any dot’s cor-
rection after insertion, users notably needed to focus more 
on this method.

Google QWERTY results were also affected by some par-
ticipants (P5, P7), but the majority were able to tackle its 
issues ( x = 15.90% , � = 16.69% , min 3.87%, max 44.34%). 
One example of a common error is inserting a letter that the 
participant heard from the screen reader as being the correct 
one, when actually it was not—the Talkback’s pronuncia-
tion of the letter “u” resembles “o” for some users, as these 
phonemes sound similar in Portuguese. Another recurrent 
situation is a key being pressed for a time long enough to 
be interpreted as a long press. For some letters, this would 
cause the opening of a popup layer with a list of variations 
for that symbol, making it hard for the user to leave this 
context without a wrong insertion.

Braille Swipe and Braille Touch were the more accu-
rate methods, due to their nature of confirmation previous 
to insertion. Braille Swipe ( x = 11.89% , � = 7.07% , min 
3.84%, max 25.53%) should prevent common cases of dot 
activation while exploring screen, but sometimes users per-
formed diagonal gestures to close to the middle, causing a 
dot 3 activation, for example, to result on a dot 2 activation. 
Finally, Braille Touch ( x = 9.53% , � = 8.56% , min 0%, max 
23.85%) demands mostly a good spatial understanding of 
where buttons are on screen, which was easily achieved and 
could be improved over time. Participants P4 and P5 com-
pleted all phrases without errors using Braille Touch.

W e  a p p l y  a  K r u s k a l - W a l l i s  t e s t 
( Chisquare = 21.1, p = 8.00e−4, df = 5) , resulting in sig-
nificant statistical difference and again generating Fig. 6b 
for multiple comparisons. Braille Connect, Braille Swipe, 

and Google QWERTY have significant statistical differences 
only with A4 Keyboard. While, Braille Connect and Google 
Voice Input have no groups with a significant statistical dif-
ference for the error values.

5.3  Task load index

The NASA-TLX questionnaire helps to analyze the user-
perceived demands and the results of the typing tasks. It is 
composed of six questions aforementioned, where all but 
the Performance one are negative impact metrics, thus the 
results mean that the lower, the better. However, to help visu-
alize the results as a group, in this section, we transformed 
the Performance values from maximization to minimization, 
also indicating that the lower, the better.

The results for Kruskal-Wallis test are summarized in 
Table 5, where it can be seen that Temporal Demand and 
Performance were the only to not achieve some significant 
statistical difference ( p < 0.05 ). Figure 7 shows, for exam-
ple, the apparent low demand and effort necessary for using 
voice input, but also some level of frustration compared to 
other methods. Physical Demand shows us how gestures of 
Braille Swype could be heavier than others, and also some 
effort on using Google QWERTY when compared to Braille 
Touch, for example. There is no significant impact on the 
Braille system’s usage on Mental Demand, and the A4 Key-
board is conclusively the keyboard that provided the worst 
experience.

5.4  Users preference

Figure 8 provides a view of how each method was scored at 
the end of its evaluation. Table 6 shows values for Mean ( x ), 
Median ( ̃x ) and Mode (Mo), for each method. Except for A4 
Keyboard, all methods had values of at least 3.5 mean. No 
methods scored a mean above 4.3, which may suggest to the 
need for improvements even for the highest-ranked method.

The Kruskal–Wallis test results in some statistical sig-
nificance ( Chisquare = 29.97, p = 1.49e−5, df = 5 ). Multi-
ple comparisons with Bonferroni correction demonstrates 
that A4 Keyboard is significantly less approved than every 
method excepting for Swipe, but we cannot affirm that there 
are sufficient difference among the other methods.

Considering these values, it seems to exist a preference 
for Braille Touch and Connect methods among our par-
ticipants, but analyzing the statistics and final preference 

Table 5  NASA-TLX results for 
Kruskal–Wallis test

Mental demand Physical demand Temporal demand Performance Effort Frustration level

�
2 15.45 16.86 3.26 10.25 17.17 23.14

p 0.0086 0.0048 0.6604 0.0684 0.0042 0.0003
df 5 5 5 5 5 5
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order offered by the end of the test (Fig.  9), Google 
QWERTY still has a proper approval of some participants. 
Voice input is never the first option, but it often features 
among second or third as it is seen as a good complemen-
tary method.

5.5  Users interest in the methods

Our last questions on the protocol aimed to grasp the user 
interest in the usage of any of the methods. All ten par-
ticipants affirmed they would use both Braille and Voice 
Input methods in case they owned a smartwatch. Only par-
ticipant P9 affirmed that she would not type with any of the 

Fig. 7  Mean values for each 
question from NASA-TLX

Table 6  Score values obtained 
for each method

Braille touch Braille swipe Braille connect A4 keyboard Google 
QWERTY 

Google voice

x 4.3 3.0 4.3 1.2 3.7 3.6
x̃ 4.0 3.5 4.0 1.0 4.0 3.5
Mo 4.0 4.0 5.0 1.0 5.0 3.0

Fig. 8  How much do you like the method? 5 level Likert scale, mean 
of values Fig. 9  Amount of participant preference ranking for each method
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QWERTY methods. Tackling specifically their opinion on 
purchasing the device, nine participants affirmed their plans 
to buy a smartwatch in case some of the Braille methods 
were available.

6  Discussion

Text entry on smartwatches is an emerging issue for blind 
people. A discussion that this work does not dive in deeply 
is whether there is real interest on this type of device, even 
though participants demonstrated it. In this sense, a com-
parison of Braille input methods, and existing methods, such 
as QWERTY keyboards and Voice input, is very important.

Below, we present our analysis of the results regard-
ing each of the studied input modalities, to summarize the 
understanding acquired by this research.

6.1  Braille input

Our proposal of Braille input for smartwatches has shown 
they are not only feasible as an text input method but also 
desirable by most participants. In this sense, we have learned 
different lessons from each of the three proposed methods.

Braille Touch is the most basic interaction proposed, and 
that is positively received by users, ending the tests as the 
most preferred. With a few minutes of practice, one could 
memorize the position of each dot and quickly dominate 
it. The main issue reported by participants was the impos-
sibility of checking which dots are active if for a moment a 
wrong activation seems to have happened. In our applica-
tion, this is possible by performing a long press, when the 
typed sentence is spoken, and the dot state is reported. How-
ever, we left that feature disabled for fair competition with 
the QWERTY methods, where the user should not reach 
the input field. Due to that, if, in any case, the user felt that 
he or she had activated a wrong dot, it would need to test it 
again by observing if a sound is emitted (activation) or only 
a vibration (deactivation). Even for the participants that felt 
more insecure with the distribution of points, we believe 
practice or other tactile cues could improve the experience. 
There is even the possibility of keeping dot number annun-
ciation on for first time users. The double click for confir-
mation was questioned by some users, who believe a single 
click on the middle should be sufficient.

Braille Connect offers fast input but with the cost of more 
possibilities of errors. One of its main disadvantages is that 
once a dot is wrongly activated, there is no way to deactivate 
it. Overall, it is a method for users who are more experi-
enced, as there is a pressure over time composition or spatial 
awareness that is not present on other methods. Still, even 
when users committed errors, they tend to get satisfied by 

typing faster with this method, which leads to a high score 
in Fig. 8.

Braille Swipe can provide a safe insertion of letters, with-
out the need to precisely hit a dot region, but its interac-
tion is not for everybody. Swipe gestures on a small screen, 
which was supposed to be a simple task, ended up being 
surprisingly hard for some users. The participants that faced 
this issue tended to swipe with their fingers heavily over the 
screen, apparently applying pressure in a slow drag move-
ment, sometimes even twisting the watch position. This hap-
pens more often when direction involved pushing instead of 
pulling the fingers, which might be related to the friction 
created. Even with instructions regarding how to perform 
this, participants P3 and P7 could not activate a single dot, 
which resulted in the two withdrawals. It is not clear to us 
how Android gestures library handle this internally, and it is 
hard to reach conclusions as while some had this issue, other 
users could perform every gesture quickly without any prob-
lem. Even so, not a single participant preferred this method 
over at least one of the other Braille methods.

Finally, it is worth noting that compared to existing 
Braille methods for smartphones proposed in related work, 
the results achieved, especially by Braille Touch, are encour-
aging. We analyzed the results from Table 1 and ordered 
them by speed on Fig. 10a, adding our smartwatch results. 
The speed rates obtained by Braille Touch and Braille Con-
nect are superior to most of the methods listed for smart-
phones, e.g., multitouch ones, except for BrailleTouch (17.8 
WPM) [17], BrailleSketch (14.5 WPM) [28] and Brail-
leEnter (14.5, 11.3) [4]. However, observing other variables 
such as number of sessions, number of participants and the 
need for both hands on device, we can argue that the results 
are encouraging as noted.

Error rates, however, give mixed results, negatively for 
Braille Connect and positively for Touch. As it is common 
in text entry studies, slower methods tend to be safer, and 
that can be seen in Fig. 10b, where the previous studies for 
smartphones and ours are ordered by error rate. There is, 
of course, ingenuity on any comparison, as a test with the 
same protocol would be required. Most of these studies, for 
example, tested the correction of errors. We hypothesize, 
however, that the small screen may benefit users. Having less 
space to explore, easier memorization of the dot disposal 
may happen, which could make the Braille methods suitable 
in scenarios for use with smartwatches.

6.2  QWERTY keyboard input

One of our initial hypotheses that motivated the develop-
ment of Braille alternatives is that QWERTY input on such 
a small screen would be unfeasible. The results of Google 
QWERTY prove us wrong, showing that the user experience 
with QWERTY keyboards and screen readers was enough 
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for a short period of adaptation. This good reception to a 
layout that is familiar has been reported in the previous study 
for touch screen devices [25]. Yes, there are challenges here 
to be addressed, faced by users with larger fingers or any 
motor coordination, but our research cannot present data 
related to these specifics.

In comparison with the results commented on related 
work, we have a better speed entry rate than the ones 
reported for smartphones (see Table 2) against our 7.23 
WPM, excepting only to BrailleEasy participants, that 
achieved 9.1 WPM, but even then, in a study with only three 
participants. Regarding the error rate, the value of 15.9% is 
high but not much distant from the results seen on smart-
phones neither. A reason that we speculate could favor speed 
and disfavor error rate is the fact that the small screen size 
provides a lesser spatial area to explore. Thus, with concen-
tration, users could navigate quickly through keys in a layout 
that they have evident expertise. There is still much room 

for improvement here when compared to the values already 
possible for sighted people.

Not much commenting is necessary regarding the A4 
Keyboard. Not only it was not well developed to be read 
by a screen reader, but it also proposes an interaction that 
becomes harsh for blind users. We highlight, however, that 
this was one of the third-party keyboards tested that had 
minimum accessibility support, pronouncing at least its 
characters. Even worse, it is more usable than others, which 
is something that exposes the poor accessibility quality in 
this platform.

One convention of our study that privileges QWERTY 
keyboards over Braille is the lack of numbers and special 
characters. For Braille methods these would require merely 
insertion of other symbols, while for any of the QWERTY 
methods those add extra layers of complexity, switching to 
new layouts. We avoided allowing users to check the writ-
ten sentence on the text input field, to prevent the error of 

(a) Ordered by Speed (The greater the better)

(b) Ordered by Error Rate (The lesser the better).

Fig. 10  Existing Braille methods for smartphones and our methods for smartwatches
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selecting part of the phrase and accidentally replace it with 
new text.

6.3  Voice input

Most smartwatches available on the market, when providing 
any text input, do it by offering voice input mechanisms. It is 
clear that this technology has evolved and matured, becam-
ing a handy tool for users. Nevertheless, we decided on test-
ing this method to compare the interaction experience. As in 
all other methods, the user needs to complete the typing task 
by reaching a “Send button,” which took some time for users 
and was even assisted by instructors, as the current applica-
tion for Google Voice Input does not provide proper labels 
to buttons. This was a lesser issue compared to the conflict 
between detecting the user voice and Talkback’s synthesized 
speech. We believe, however, that this error could be easily 
overcome either by users, by initializing their speech before 
Talkback’s feedback, or by developers, handling the input 
source. This was reported by participants as an open prob-
lem, which they face daily. One participant said that she 
tends to decrease the accessibility volume before using this 
method on the smartphone so that the same error does not 
happen.

Even so, it is the most practical method and effortless 
(see Fig. 7 results for Effort), and should be preferred in 
many situations. Some issues as privacy while speaking are 
discussed in other studies [5, 45], and we firmly believe that 
recognition challenges may still exist for some languages, 
something reported by most participants. Indeed, we suggest 
that a hybrid solution, with speech and typing strategies is 
still necessary.

6.4  The importance of specialists feedback

This project followed an incremental strategy of imple-
mentation of methods and features, as it strongly relied on 
specialists’ feedback. It may be obvious to mention, but we 
believe it is important to stress out, that a study coordinated 
by sighted people will not come up with real solutions with-
out the participation of experts, no matter how much litera-
ture review is performed.

our first published work led us to the decisions regarding 
the study protocol presented in Sect. 4. With the analysis 
carried out by specialists, we were able to realize the need 
for providing a tactile cue to indicate where the touchable 
screen actually begins in our smartwatch. We also learned 
the importance of offering both writing and reading layouts 
of the Braille dots distribution in our prototype, which also 
received new features, such as character confirmation and 
space insertion, based on double taps instead of swipes, 
something also suggested in the early study. Henceforth, we 
could see how important it is to perform a more in-depth 

study before we could tackle text entry processes and even 
compare our ideas with existing methods, as we do here. 
In the end, it was a necessary step to prepare our testing 
workflow and narrow down our options to the three methods 
used in this work.

This incremental work made us more confident to 
raise the discussion with new findings and propose more 
mature interactions as the complexity of the tasks evaluated 
increased.

6.5  Adoption of text entry on smartwatches 
for blind people

We believe that adoption of smartwatches by a blind user 
involves a profound market investigation and also research 
on new accessibility for other tasks that could be useful. This 
study was developed in a large city in the middle of a huge 
country, where smartwatches are yet to penetrate the con-
sumer market. Considering the related work mentioned and 
amenities such as having arms free of holding a device, we 
believe blind people will have an interest in using a smart-
watch in future. Again, this is a supposition but is something 
we feel from the discussion with participants. In fact, a few 
months after completing the tests, participant P1 purchased 
an Apple Watch, reinforcing his desire to have this type of 
device.

If we assume that this adoption would happen, offering 
text entry techniques is a necessity. Voice input is a very 
effective solution nowadays, but as shown, its error rate cre-
ates limitation in its adoption, because of excessive correc-
tions might be necessary on an extra method and in some 
way there is some lack of awareness. If sighted users can 
use traditional keyboards with efficient tracing features, then 
blind people should have their accessible alternatives too.

6.6  Challenges and limitations

This project faces some methodological limitations. A con-
cerning one is the fact that we had few users to perform our 
evaluations. This happens mainly due to the specificity of 
our public (people who are blind and literate in Braille) as 
well as their availability and willingness to engage in experi-
mental sessions of considerable duration and complexity.

Finding ten participants apart from the seven consulted 
in the previous study, with these characteristics was chal-
lenging. In our experiments, some participants reported 
that because of the growing number of screen reader tools, 
Braille literacy level is decaying more and more. The par-
ticipants were kind enough to offer their time and opinions 
without any financial return.

It should be clarified that each test involved driving a 
participant from and to work or home, and ensuring a pri-
vate and neutral environment for tests, making it rare the 
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case of more than one test performed in a day. That said, 
we acknowledge that the diversity of users capabilities and 
limitations requires a much broader analysis. With those 
ten users, we were not able to make more in-depth com-
parisons regarding age or literacy level effects, for exam-
ple. Although, this means that our results do not represent 
completely the universe that we are studying, it provides us 
important insights for future works.

The large amount of methods evaluated and the context 
of our participants also resulted in test design decisions that 
certainly limit the impact of our analysis, such as a reduced 
set of phrases and single session tests. We believe, however, 
that the results obtained still provide a second delimitation 
of options (being the first the pilot study previously pub-
lished [30]), that shall be useful for the next step on this 
research.

7  Conclusion

In this work, we propose a novel approach for Braille text in 
smartwatches based on different types of text entry methods, 
and compare to existing input methods on WearOS. To con-
struct our approaches, the initial prototypes were discussed 
and evaluated by blind users, who supported the selection of 
the three proposed text entry methods, which are referred as 
Braille Touch, Braille Swipe and Braille Connect.

although all methods still need some improvement, the 
proposed braille input methods presented outstanding results 
when compared to existing solutions on smartphones, prov-
ing the feasibility of such task which could be considered 
challenging at first. Braille Touch and Braille Connect pre-
sented the best Speed and Error Rate relation and a very 
good user preference; however, Google QWERTY keyboard 
and Google voice input method also presented potential as 
input methods, even though exposing some of its issues.

This work concludes that the proposed methods have 
potential to be used as text entry method. We believe there 
is valuable contribution here to any future research in this 
area, and also proof that there is a lot to be studied and 
proposed in order to offer accessible text entry methods for 
blind people on smartwatches.

8  Future work

For future work, we plan to investigate the features left unex-
plored here, such as character correction, punctuation, and 
even auto completion. Some Braille composing strategies 
recently published as BrailleEnter [4] were not investigated 
here. Also, screen size and shapes (square, rounded) open 
another field of inquiry.

Another step is comparing the existing solutions for 
smartphone (Braille or not) against the tested methods on 
smartwatches. This could be complemented by a broader 
study, on the execution of daily tasks by blind people with 
smartwatches.
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